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INVESTIGATION OF APERIODIC TIME PROCESSES WITH AUTOCORREIATION
AND FOURTER ANALYSIS*

By Marie Lulse Exner

SUMMARY

Autocorrelation and frequency analyses of & series of aperiodic time
events, in particulaer, filtered nolses and sibilant sounds, were made.
The position and band width of the frequency ranges are bhest obtained
from the frequency analysis, but the energles contained in the several
bande are most easily obtained from the autocorrelation function.

The mean number of zero crossings of the time function was deter-
mined from the curvature of the latter function in the vieinity of the
zero crossing, and also with the aid of a decimal counter. The second
method was found to be more exact.

1. INTRODUCTION

For the analysis of voice sounds, practically the only method ap-
plied up to this time has been the Fourier analysis of the tlme process
according to frequency. For vowels and other noises with predominantly
periocdic components, the anslysis of the sound is undoubtedly the most
suitable for the problem. The voilceless consonants are, however, only
slightly periodic, and it 1s to be expected that the autocorrelation
analysis will gilve a more suitable description. Abttempts of this kind
of analysis have already been made by Stevens (ref. 1).

The autocorrelation function &(T) of = time process f£(%) is
defined by

+T
&(t) = lim _l_f £(t) £(t+¥) dt (1)
2t J o

Toe

*'Untersuchung unperiodischer Zeitvorginge mit der Autokorrelations-
und der Fourieranalyse." Acustica, Bd. 4, Nr. 3, 1954, pp. 365-379.
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where f£(txt) is the time function for an easrlier and later time instant
T, respectively. The autocorrelation function is, thus, a simplified
form of the time function in which all phase relations are neglected,
and 1s related to the originel time functlon in the same way that the
power spectrum |A(v)|2 15 related to the spectrsl function A(V) (in
megnitude and phase).

According to Wiener, who introduced the autocorrelation function in
informetion theory,l the theorem, named for him, holds that the power
spectrum and the autocorrelstion function of a time function form a pair
of Fourler transforms. Fundamentally, it is thus not to be expected that
the autocorrelation analysis should yield more than the Fourler snalysis.
However, 1In sny individual case, the investigation of a time function
according to eilther method of analysis may be more advantageous.

The autocorrelation analysls offers an advantage, for example, in
the analysis of statistlcal processes for which only the probability
distribution is known (ref. 3). These processes are not directly acces-
sible to the theoretical treatment with the Fourier analysis, whereas,
with the aid of the ergodic hypothesis (equality of the ensemble and time
average of a statistical process), the autocorrelation function can be
directly computed from the probability distribution. From this function
and through a Fourler transformation, the frequency spectrum of the sta-
tlstical process is obtained. This property of the autocorrelation func-
tion as a medlator between the probabllity distribution and the frequency
spectrum of a statlstical noise is not applied, however, in the present
work.

Since the aubtocorrelation analysls of time functioms represents a
somewhat unfamllier mode of treatment, 1t gppears sultable first to meas-
ure the autocorrelation functions of simple nolses and compare them with
the measured Fouriler spectra before we begin to analyze complex nolses
(e.g., sibllant consonants). The present investigations are correspond-
ingly divided into the following four groups:

(A) Investigations on filtered noises-
(B) Investigations on frequency modulated impulses

(C) Investigetions on a noise on which & periodic component is
superposed -

(D) Investigation of voiceless and voiced sibilent and fricative
consonants |

15 review of the propertles and applicatlons of the autocorrelation
function is given in a work by Lee and Wiesner (ref. 2).

T6T%
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Several properties of the autocorrelation function may be stated in
advence:

(a) The autocorrelastion function is & symmetrical function. Tts
maximum value lies at 7 = 0, and is equal to the time-aversged squere of
the time function, that is,

@ (0) = £2(t) (2)

(b) The autocorrelation function of a sine or cosine function is s
cosine function of equal period. The autocorrelation function of = sta-
tistical noise is an exponential function which drops more rapidly as the
nolse frequencies become higher. In general, it cen be stated that the
wider the frequency band of & time function the more rapidly its autocor-
relation function drops with increasing <.

(c) If the nolse contains various periodic and aperiodic components,
each one begins at T = 0 wilth its maximum value and then, depending on
1ts frequency-band width, drops more or less rapidly, independently of
the other components. In this way perilodic components, for example, can
be sifted out of an aperiodic noise. For < = O, the energy contribution

f2(t) of each component can be observed.
(&) The curvature of the autocorrelation function at the zero cross-

ing is connected with the meen number P, of the zero crossings per sec-
ond of the initial function:

= _ . /=& (0) kg_];.r_ (3)

(see refs. 4 and 5).

(e) For the mean number of maxime and minime per second of the time
function the followlng expression spplies:

Iv

2. COMPUTATION OF THE AUTOCORRELATTION FUNCTION OF A FILTERED NOISE

The autocorrelation function of the filtered noise can be computed
by two different methods (refs. 3 and 5). The first method mekes use of
the definition of the autocorrelation function (eq. (1)), =nd the second
method mekes use of Wiener's theorem.
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(a) The time function, which is to be correlated with itself, is
the received function of the filter if the filter is excited by a sta~
tistical noise with constant spectral amplitude (white noise). This
noise can also be regarded as a statistical, infinitely dense, sequence
of & dimpulses. When exciltation of the fillter by a single & impulse
occurs, the received function is equal to the so-called weighting function
W(t) of the filter, which is connected with its transfer fumction Y(v)
through a Fouriler transformetion :

w(t) = j:” Y(v)ed2mt gy (5)

The sutocorrelation function of the output voltage 1s, in this case,
according to equation (1):

+T
$(t) = Llim ?leT w(t) W(t+x7) dat (8)

T =

It is shown (ref. 3) that equation (6) holds true not only for the exci-
tation of the filter by a single 8 i1mpulse, but also for the excitation
by & statistical sequence of ® impulses (i.e., for noises). The auto-
correlation function of the filtered noise can thus be computed if the
transfer function of the filter 1s known. '

(b) The Wiener theorem represents & relation between the autocorre-
lation function and the spectral density of & tilme function.

Let the time function be fT(t) in the region -T;1:<+T and zero

outside this reglon. Then 1ts Fourler transform, the spectral function
is '

- T
Ap(v) = j:: fp(t)e IEVE qp - _[; £(£)e I2VE g4 (7)

The spectral density is defined as

a(v) = lm () 2 _'_ (8)

T

Wiener's theorem states that

@ (t) =j: G(v) cos 2nvidv ' (9)

T6T%
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that 1is, the autocorreletion function and the spectral density are con-
nected by a Fourier transformetion.

The spectral density of the output of & filter, whose input is a
white statistical noise of spectral density N, can be computed from the
transfer function

e(v) = Nly(v) |2 (10)

For the computation of the autocorrelation function of filtered
noises the followlng scheme is thus cbtained:

—Y0)—
(1) W) av) (2)
In the first case, we go from the frequency into the time plane
through Fourier transformation, and all phase relations sre then elimi-

nated; in the second case, the phases are first dispensed with in the
frequency range, and than a Fourler transformation is carried out.

In the present work it is sultable to apply the first method for the
RC and IC filters, and the second method for the rectangulsr filters.
Examples

1. RC filter
The transfer function of the RC filter is read from the circult
disgram (fig. 6(a)) as:

1/JemC  _ ___1/RC (11)
R + 1/j2avC ~ j2nv + 1/RC

Y(v) =
The weighting function is then given by the Fourier trensformation as
_ 1 _-t/RC
W(t) = = (12)

According to equation (6), there is obtained for the autocorrelation
function

—

o) = 1im L 1L f+T -t/RC)Z_[fr]/RC at (13)
("C = o mw Z—T'W _ (e e .
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or
% (7) =<I>(o)e"""’/RC Witﬂ._@(o) = Wz(t) (14)

Similarly, there is obtained for the IC filter (fig. 7(a)),

_1/ig
¥ (J2nv + @) + p& (25)

& (7) @(o)e-&lﬂcos 8l (1s)

where f 1s the natural frequency of the damped cirveliit and in o all
the losses of the filter are included. The sutocorrelation function is
thus an exponential demped cosine function. i N

2. Rectangular filter
Transfer function:

¥(v)

A for vy - Av/2<v<vg + AV/2
(17)

Y(v) = O elsewhere

The spectral density of the Ffiltered noise, according to equation (10)
is

Glv) = NAZ in the trensmission regiofx_
and (18)

G(v) = O elsewhere

According to the Wiener theorem (eq. (9)), there is obtailned for the
autocorrelation function

vO+Av/2 '
$(T) = NAZ f cos 2nvT dv (19)
vo-Ov/2
NAZ sin mAVT
€(t) = = cos 2ZnvgT ——F— - (20)

The autocorrelation function of the rectangular filter is s cosine func-
tion whose amplitude does not decrease exponentially but decreases like
& slit function.

T6T?
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For the rectangularly bounded low pass filter with the limiting fre-
quency vgr there holds, with AV = 2vgy = Vgr

2 sin 2nv,..T
o) = - — —tar” (21)
3. APPARATUS

(A) Autocorrelator

An apparatus was developed which made it possible, from a given time
function f£(t), to determine the autocorrelation function according to
equation (1). The block diasgram of the apparatus is shown in figure 1.

The values of the time function were recorded on an endless magnetic
tape, about 1 meter in length, which could receive speech up to 95 percent
of its length. The interval between recordings was determined by the
distance of the erase head from the record head. The frequency-response
curve of the magnetic tape is seen in figure 2, where the ordinate has a
linear scale. This record was obtained by recording a very broad banded
nolse on the magnetic tape, and analyzing the played back noise with a
wide-range spectrum analyzer (ref. 7). The response is uniform up to
gbout 16 kilocycles per second, and then drops rapidly. In measurements
with pure tones and for the noise investigations, the time function was
directly obtained without using a storage from the vibrating buzzer or
the noise generator.

A properly terminasted lumped-~constant transmission line was employed
as a delay mechanism. The characteristics of the transmission line were:
C = 48,900 micromicrofarads and L = 5.99 millihenries, from which a
characteristic impedance of Z = 350 ohms and a time delay per section
To = 17.2 microseconds, was obtained. The measured limiting frequency
was 25 kilocycles. The damping of the transmission line for 50 sections,
giving a time delay of about 850 mlcroseconds, was 1.2 decibels at 2000
cycles per second, and up toc 1.5 decibels for higher frequencies. In
order to equalize the frequency dependence produced by passing the signal
through the delsy line, the undelayed voltage was conducted through sev-
eral sections of delay line having an equal impedance; in addition,
negative delays could then also be realized. At a wmaximum, the time
function could be delayed by 2.5 milliseconds end by -0.014 millisecond.

Multiplication. - Most of the multiplication procedures that have
become familiar are eliminated when the following requirements are set:
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(1) The product should be zero if a factor becomes zero (e.g., not
satisfied in multiplicative mixture with a hexode).

(2) A true four-quadrant multiplication should be carried out, that
is, the sign of the two factors should be taken into account (not sat-
isfied in the case of all logarithmic and impulse modulation processes) .

(3) The multiplier should not simultaneously integrate with a fixed
time constant (not satisfied, e.g., with dynamometers, electrometers,
and thermoconverters).

(4) The frequency response of the multiplier must be from about 50
cycles per second to 15 kilocycles per second. i

(5) Independence of the multiplication on the input voltages of the
multiplier (not satisfied when operating in the quadratic region of tube
characteristic curves).

All the precedilng redquirements are satisfied, in a very simple man-
ner, by & ring modulator whose four rectifier elements have very accurate
equal characteristic curves. Elements corresponding to each other were
selected from a large number of rectifiers.2 The curve in figure 3,
which simulteneously represents the characteristic of the entire auto- .
correlator, shows that the product voltage ®(0) is within a wide range
proportional to ‘the product of the two (in this case equal) input voltages
f2(t). Using this measurement, the modulation of the multiplier is 30
millivolts. For larger modulation, the product @&(0) indicated is ‘oo
small. Smell asymmetries of the rectifiler can largely be equalized by
reversing the poles of one of the two voltages on the multiplier, and
then taeking thelr average. The integration was carried out with an RC
element whose time constant could be readily varied. Generally, a time
constant RC = 50 milliseconds (R = 5k&, C = 1OpF) was used. In these
measurements, therefore, we are dealing with an autocorrelation with
limited integrating time (i.e., & short-time autocorrelation) (ref. 6).

Indicator mechanism. - The very small direct voltage delivered by
the integrator 1s proportional to the autocorrelation function, and can
be directly qeasured with a very sensitive gelvenometer. In order to
circumvent the inconvenient galvanometer measurement and make 1t possible
to reglster the measurement results automatlically, the direct voltage was
broken up with a relay to the beat of the net power supply frequency.
From the resulting rectangular voltages the fundamental frequency was
filtered out with an octave band width filter. After corresponding am-
plification, this alternating voltage was conducted to a cathode-ray
oscillograph on whose scréen, and on synchronizetion of the time deflec- .
tion with the supply frequency, it was possible to read the autocorrela-
tion function in magnitude and sign. Because of the greater reading

2The multiplier was set up by S. Vogel.

6T
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accuracy, however, the magnitude of @(tv) was generally read on an indi-
cator instrument connected with the measuring amplifiler.

Testing of Autocorrelator
1. Frequency Dependence

The frequency dependence of the entire autocorrelation appesrastus
(without the storage magnetic tape) is shown in figure 4. The response
is flat up to sbout 10 kllocycles per second. The waviness at the higher
frequencies is due to the delay circults, whose wave resistance ies no
longer constant in the neighborhood of the limiting frequency.

2. Autocorrelstion of a Sine Osclllation

The continuous curve in figure 5 shows the computed autocorrelaetion
Tunction of a sine oscillation of 1940 cycles pexr second; the polnts shown
are the measured values. The agreement for small T is very good; for
large +* +the damping of the delay circuit becomes appreciable, for whick
however, a correction can be made if the measured values are plotted on
& logarithmic scale.

3. Autocorrelstion of a Periodlcally Interrupted Time Function

Since for all speech Investigetions the time function was periodi-
cally interrupted because of the gaps on the magnetlc tape, it was ascer-
tained, with the aid of a sine function impressed on the tape, that the
apparetus also operated relisbly in this.case.

(B) SOUND ANALYZER

For the sound analysis, the wide-range spectrum analyzer of Temm and
Pritsching (ref. 7) wes applied. It contained a mechanical filter of 15
cycles per second hand width esnd a very sharp cutoff. The analysis time
amounted to 150 seconds for the frequency range of 0 to 20 kilogylces per
second.

(C) DECIMAL COUNTER
To determine the zero crossings of the time functions, an electronic

decimel counter was employed.3 In this apparatus, for each zero crossing
of the input voltage, an impulse 1s released by & trigger and is counted

3Developed in the III. Physical Institute of the University of
Gottingen by H. Henze.
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in the usual menner by the multivibrator principle. The apparstus can
count about 2x106 zero crossings per second in & uniform series of cross-
ings and, therefore, possesses a time-resolving power of O. 5%10-6 second.
This resolving power 1s also sufficient to teke care of the irreguler
sequence of zero crossings of a statistlical nolse exactly, providing s
frequency range of 20 kilocycles per second 1s not essentially exceeded.

In statistical processes, the measured number of zero crossings is
somewhat dependent on the lnput voltege of the counter. If the maximum
between two neighboring crossings Is so small thet the trigger does not
respond, only one impulse is released. On the other hand, for very large
Input voltages, the counter can be blocked for a short time so that too
few zero crossings are indicated., For these reasons, in the case of each
noise, the dependence of the number of crossings on the input voltage of
the counter was measured, and the measurements were considered reliable
only if the indication remained constant over a large range of input
voltage.

4. MEASUREMENT RESULTS

(A) FILTERED NOISE

As a noise source, & wide band smplifier (Rohde and Schwerz), which
supplied a uniform noise extending far above 20 killocycles per second,
was employed.

Two groups of fllters are distinguished: (1) the ususl RC and ILC
filters and (2) the so-called "ideal filter" whose pass band is limited
(e.g., octave, one-third octave, and low-pass filters). In the case of
the rectangular filters, the envelope of the autocorrelation function has
the form of a slit functlion sin at/at, wheress in the case of the LC
filters, it is an exponential function.

For each nolse the following measurements were carried out:

(o) Measurement of the frequency response of the filter with pure
‘tones

(B) Spectral snalysis of the filtered noise with the wide-range
spectrum analyzer

(r) Autocorrelstion analysis of the filtered noise

(8) Determination of the average nunber of zero crossings per ,
second of the time function with the decimal counter

TRTY
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1. Noises over RC Filter
From figure 6(a),
R =16 k&
¢ =4.5x10°0 F
RC = 72x10°6 &

Spectrum curve of the noise:

)] = AL/ + VP2l v g = 1/20RC = 2210 cps

Auvtocorrelatlion function:

&(t) = &(0)e” o l/ze
Measurements:

(o), (B) The filter response curves determined with pure tones and
the spectral analysis of the filtered noise, give a limiting frequency
of 2220 cycles per second. AL higher frequencies up to 25 kilocycles
per second, there occurs the normal drop with 1/v, while still higher
frequencies are completely cut off by the delsy circult.

(v) In figure 6 the measured autocorrelation curve is shown for
linear and logarithmic scale. It is essentially an exponential function
with a time constant RC = 80 microseconds. This value corresponds to a
limiting frequency of 2000 cycles per second; the deviation from the
theoretical velue thus amounts to about 10 percent. The resson for the
flattening of the autocorrelation function at T = 0 is that the fre-
quencies sbave 25 kilocycles per second are entirely zbsent (see (a)).
From the circle of curvature at the zero crossing there is obtalned, for
the average number of zero crossings, according to equation (3), 8 value

of 8.5%10° sec-l. This number is very uncertain, since the measurements
could not be carriled out for e suffliciently small value of =%,

(5) The counter measurement gave a value of 6.2x10% sec~l for the
average number of zerc crossings.

Measurement results on additional RC filters® whose time constants
embraced 8 range of 1:50 are presented 1n table I.

4The author wishes to thank P. DEmmig for his help in carrying out
the RC filter messurements.
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Results:

A noise that has passed through an RC filter can be conveniently
enalyzed with the aubocorrelator. The time constant RC of the filter
is, with the given apperatus, determined to about 10 percent error. It
is Importent, however, that no phase shiftes occur between the filter and
the multiplier; otherwise, the asutocorrelation curve is falsified. A
cutting off of the high frequenciles between the filter and the multiplier
evidences 1tself in the flattening of the autocorrelation curve at the
point T = 0, rather than possessing & finite slope at this point.

2. Noise Through IC Pilter (fig. 7(a)) with Various Amounts of Damping
L = 4.9 henries

C 630 micromicrofarads

2865 cycles per second

Yo
The loss factor of the coil was very small (nOL = Rr/vaOL = 0.08).

The loss factor of the condenser was veried by perallel connecting of
resistances Rp (ﬂOC = l/RPvaoC = 0.22; 0.44; end 1.10), The frequency

curve of the nolse is

JA()] =«J L
[ - (20v)%1C + Rp/RyJE + (209) 210 (g + ngg) @

and possesses, as 1s obtalned through differentiastion, & maximum at v,
the resonence frequency of the filter:

- 1 2 2
v =vo AL ‘z(“oxﬂ’“oc)
The autocorrelation function is

&(t) '==I>(O)e‘°"}'°lcos Blrl

where

T6T?
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B = 2nvp 1is the angular frequency of the free damped oscillations of the
filter. The frequency

1 2
v =V - — -
agrees with the resonance frequency v y only in the case of very small
damping.
For the average number of zero crossings per second of the filtered
noise there is obtained, according to equation (3)

Messurements:

The over-all loss factor of the filter is
no = 0122 + 0.0G = 0-28

(¢) From the filter respomse curve measured wilth pure tones (fig.
7(a)) there is obtained s resonance frequency vV, = 2820 cycles per sec-
ond (theoretical value 2820 c¢ps), and & half-value width Av = 870 cycles
per second. The measured loss factor is thus ng = 0.30. '

(B) The spectrum (fig. 7(b)) of the filtered noise shows the same
picture; however, the resonance frequency and the half-value width cannot
be read with the same accuracy as in the filter messurement with pure
tones.

() From the measured autocorrelstion function (fig. 7(c)) there'is
obtained a frequency of 2740 cycles per second (theoretical value 2850
cps), and & damping 71 = ln &(0)/(x In&_ ., 1) = 0.28 (theoretical value

likewise Mg = 0.28). The damping of the transmission line is teken into
account. The determination of the zero crossings of the time function
from the radius of curvature of the autocorrelation function at T =0
is very inaccurate. There is obtained spproximately n = 4000 sec-l.

(8) The determination of the number of zero crossings per second with
the decimal counter gave n = 5050160, or expressed as & frequency,
v = 2525430 cycles per second (theoretical value, 2820 cps) .
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Measurements for another loss factor of the IC fllter are presented
in figure 8. Tt is clearly seen in what manner the spectrum curve and
the autocorrelstion curve depend on each other. The wider the frequency
curve, the more damped is the autocorrelstion function.

Teble II lists all the experimental results that were obtained with
IC filters of different damping and serves for quantitatively comparing
the individual messuring methods. Thils teble alsc shows that the natural
frequency end damping of IC fllters may be determined with the given

T61¥%

autocorrelstor within about 15-percent error. Only for the most strongly
demped filter, 1Ng = 1.2, do larger deviatlons occur. This was found to
be true for all filters whose frequency range reaches to very low fre-
quencles and is evidently due to the phase shifts within the amplifier
at very low frequencies.
3. Nolse Through Rectangular Filter
Frequency response curve of the filter:
Y(v) = A for vy - Av/2<V< vy + AV/2 .

and
Y(v) = 0 elsewhere
If N 1s the constant spectral density of the nolse, then
a{v) = §|¥(0)]2 = NA® for Vo - avfz< v<vy + Av/2
G(v) = 0 elsewhere

The sutocorrelstion funetion, according to equation (20), is
2
R(T) = NAZ oos 21tVyT sin nAVT
T

The followlng three fllters were investlgated:
(a) Octave filter vg = 4800 cps, AV = 3200 cps
(v) One-third octave filter Vg5 = 2850 cps, AV = 700 cps

(c) Iow pass filter vgyr = 2vg = AV = 16 keps
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(2) Noise through octave filter

{¢) Figure 9(a) shows the frequency response curve of the filter
measured with sine tones. To determine the helf-value frequencles 6305
and 3100 cycles per second, the decimal counter was used as a frequency
meter. There was obtalned vo = 4702 cycles per second and Av = 3205

cycles per second.

(B) The spectral analysis of the noise is shown in figure 9(b).
The frequency response curve of the filter is also well reproduced in
this manner.

{(r) The continuous curve in figure 9{c} is computed from formula
(20) for vy = 4800 cycles per second and AV = 3200 cycles per second.

The measured points (the crosses indicate -t and the circles indicate

+t) agree quite well with the computed curve. As & messure for the demping
of the autocorrelstion curve, the ratio of the first maximum to the first
minimm may be used. For an octave filter, there is theoretically
obtained ‘I’(O)/‘I’min = 1.2; the measured value was é(o)/émin = 1.3, From

the radius of cwrvature at the zero crossing, there 1s computed a mean
number of zero crossings of 10,8%10% sec"l, corresponding to a frequency
of 5400 cycles per second. The determination of the radius of curvature
is not very sccurate, however.

(58) The counting of the zero crossings with the decimal counter gave
n = (10.0;];0.2)><1O3, thet is, v = 5.040.1 kilocycles per second. The
comparison with the theoretlcally predicted value

v3 - v3 Vb = Vg + Av/2
no= 2 -3—89-——%- = 9.8x10°sec"], /!
Vb T Va Vg = Vg ~ AV/2

shows good sgreement,
(b) Noise through one-third octave filter

a),(B) The response and spectrum for the one-third-occtave filter
show (figs. 10(a) and (b)) that although the cutoff of the filter was
sharp, its top was rounded. With the decimal counter the frequencies
of the half-value points were determined as 3230 and 2500 cycles

per second. From this there is obtained a mean freguency vg = 2865

cycles per second, and a band width Av = 730 cycles Per second (theoret-
ical values 2850 and 700 cps).

(r) The continuous curve in figure 10(c) represents the measured
autocorrelation curve, It drops somewhat more rapidly than the ideal
computed aubocorrelstion function for a rectangular filter in figure
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loia), the maxima and minima of which ere plotted as crosses 1In figure
10(c) (the damping of the transmission line was taken into account).
For comparison, the extreme values of the autocorrelation curves for a
resonance circuit of equal mean frequency and half-value width are in-
dicated by triangles. The curve drops considerably more rapidly than
the measured aubocorrelation function of the third filter.

(8) With the decimal counter, a mean mmber of zero crossings of
n = 5690430 sec-l was meesured; this corresponds to a frequency of
2845415 cycles per second. If the values measured under (a) of
Vo = 2865 cycles per second and Av = 730 cycles per second are used as

a basls, then the expected value is n = 5.80x103 gec-l., Therefore, the
agreement is good.

(c) Noise over low pass

A2
Autocorrelation function: &{T) = T sin 2nvem

As s low pass filter there was used the storege megnetic tepe, whose
response curve gt 18 kilocycles per second drops with consilderable
steepness (see fig. 2).

(r) The continuous curve in figure 11 is the computed autocorrela~
tion function for a low pass filter with a limiting fregquency of 16
kilocycles per second, with which the measured poluts, plotted as circles,
show quilte good agreement.

(8) For the number of zero crossings the measurement with the counter
gave n = 18x103 sec~l, The expected theoretical value would be

n = 1.155 vgp = 18.5x10% sec’l, a velue that agrees very well with the
messured value. '

4, Cross Correlstion

Whereas the autocorrelation of a filtered noise, according to equa-
tion (6), gives the simplified weighting function of the filter (without
congidering the phases), the welghting function itself is obtained if a
cross correlation of the output voltage of the filter with its input
voltage is teken, The cross correlation mekes higher demands on the
epperatus since it requires two accwrately equal amplifiers whose phase
shift algo remains small for low fredquencies.

Cross-correlation curves for an RC filter (RC = 0.9x10-3 sec) and _
for an IC filter (v, = 1500 cps) are shown in figures 12 and 13, 1In

contrast to the autocorrelation curves, which always start with their
meximm value, the cross-correlation curves start with zero and, in

T6T¥
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addition to the decay process, also show the starting oscillations of
the filter.

(B) POSITION MODULATED IMPULSE SEQUENCE

As apn example of a process very rich in overtones, lmpulse seguences
were investligated., The impulses were taken from the decimsl counter and
could be released either periodically (through s sine voltage), or in an
irregular sequence (through webbling or noise voltage). Figure 14 shows
the form of the impulses at the inlet of the multiplier; they could not
be made arbitrerily nerrow because the transmission line limited the
frequency renge at 25 kllocycles per second.

The effects which the sequence of the Impulses has on the sutocor-
reletion function and on the Fourler spectrum are shown by the measure-
ments presented in figures 15 and 16, respectively.

In (a), the impulses are released by a sine voltage of 1425 cycles
per second (l.e., purely periodic). The sound analysis (fig. 16 (aﬁ
gives a spectrum of discrete partial tones, end the overtones of the
impulse give a sequence of frequencies v4. The autocorrelstion function

(fig. 15(a)), consists of individual jags which repeat periodically after
the displacement time T = 1/vi. The decrease 1n slze of the Jags with
increasing T 1s a measure of the accuracy with which the segquence of
impulse frequencles is controlled. In regular sequences of impulses 21l
the pesks should be of equal heightj the decrease of the maximm in
figure 15(a) is due to the demping of the tramsmission line. A comparison
with figure 14 shows that the autocorrelation function has very great
similarity to the time functlon,

2

Tn the releasing of the impulses through a wsbble tone (1400430 cps),
the sutocorrelastion functlon changes very little; the jegs decresase scme-
what more rapidly with inecreasing T c¢ ared with those shown in figure
15(a)}. The spectral analysis (fig. 16(b)) also contains the uneven
pertial tones which sre drawn into narrow frequency bands.

If the impulses are released through a statlstlical process (using a
noise~band width of Av/v = 0,8 so adJusted that the mean Ffrequency of
the impulse sequence was sbout 1380 cps), the jags of higher order in the
autocorrelation function (fig. 15(b)), disappesr. From about T = 400
microseconds on, &(t) E O. The spectral analysis figure 16(c) shows
(in place of the discrete partial toneg), a wide continuous frequency
band sterting st sbout the mean frequency of the impulse sequence and

decreasing very slowly after higher frequenciles.
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In sumeary, it may be sald, in regard to the autocorrelation function
of impulse segquences, that the decrease of the autocorrelation function
at T = 0 1isg determined by the content of the time function in high
frequencies independently of the circumstance, whether 1t is a question
of discrete overtones or wilde frequency bands. In dkder to determine
whether the time function is for a periodiec or an sperlodic process, the
autocorrelstion funetlion must be investigeted up to relatively large
values of T, Only if the esutocorrelation function remains continually
zero from a definlte value of T onwerd does the time function correspond
to an aperiodic process.

() ADDITIVE SUPERPOSITION OF A PERIODIC AND AN
APERIODIC TIME PROCESS

Since, in the case of language sounds, for example, volced consonants,
we are frequently deallng with a superposition of two or more time
processes, it will be shown in a further model test, how the individual
components can be separated with the aid of the autocorrelation anakysis.

The simplest and clesrest case is that of the additive superposition
of a pure sine tone f£4(t) with a wide band noise f,(t). The sutocorre-

lation function in this case ie (ref. 2)

2(%) = 1im * [£s(t) + £.(t)][fg(t = 1) +.fr(t 4+ T)] at
T—>e < -

m & (T) + &, (%) + &5 (T) + &, (7) _
The two terms with mixed indices drop away because the cross correlation
of two incoherent processes 1s zero. The autocorrelation of the sum of
two incoherent.processes is, ‘thus, equal to the sum of their autocorre-
lation functions., For the perticuler case < = 0, we have

8(0) = @,5(0) + &, (0) = T2(t) + £2(t)

that is, for T = O, it is possible to obtaln the square mean of the time
functions from the aubtocorrelation disgram.

As an example, figures 17(a) and (b} show the frequency spectrum
and the sutocorrelation function of a mixbture of tolse, and a sine tone
of sbout 4 kilocycles per second. Both noises were so adjusted that they
each produced the same deflection on a. tube voltmeter with linear recti-
fication. According to Beranek (ref. 8), the mean square values are then
in the ratio

£2(¢) /22 () - 1.3

T61%
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From the sutocorrelation diasgram, there can immediately be read the energy
ratilo

x(0) _ £%(t) _ 74 -31

g_10) %) 31

1.4

In order to compute the sine and noise components of the frequency
spectrum, the filter width of the sound analyzer and the band width of
the noise must be known; in the case considered they are 15 cycles per
second and 16 kilocycles per second, respectlvely. From figure 17(a)
there 1s then obtained

£2(t)/£2(t) = 1.5

In a second measurement, in which the energy of the sine tone was only
one-fourth of the energy of the noise, the following values were obtained
for the ratio of the two energies: theoretical value, 5.0; autocorrele-
tion snalysis, 4.8; and sound snalysis, also 4.8. The accuracy of the
measurement is gbout equal for both processes.

In the case of voiceless consonants we have to deal not with the
superposition of a pure sine tone and a very broad banded noise, but
frequently with the superposition of two relatively narrow but continuous
frequency bands. As an example, the results are glven for the volceless
"g"  whose spectral analysis is shown in figure 18(a), and whose auto-
correlation function is shown in figure 18(b). If it is desired to
determine, from the frequency spectrum, what part of the total energy
corresponds to the small peak at 7 kilocycles per second and what part
of the total energy corresponds to the broad frequency range at 9 kilo-
cycles per second, the aress under these peeks must be measured with an
integrating planimeter. This meassurement, which was carried out with
an enlergement of figure 18(a), gave, for the ratio of the energies,

Ng kcps/N7 keps ™ 6.2,

The separation of the two autocorrelation functlons can easily be
effected if the maxims and minima of the measured asutocorrelation func-
tion is plotted to logarithmic scale (fig. 18{c)). In spite of the
large scatter of the measured values, two stralght lines which charecter-
ize the exponential decrease of the two osclllations can easily be drawn.
The steep line corresponds to the broad frequency band, and the line with
smaller slope corresponds to the narrow band. From the points of inter-
section of the straight lines with the axis of ordinates there is read,
for the ratio of the energy of the two pesks at 9 kilocycles per second
to thet of the nerrow pesk st 7 kilocycles per second:

&9 xeps(0) 90 - 14.5

= = 5.3
% 1ops () 145
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The agreement of the two values is ssatisfactory in view of the fact that
the planimeter meassurement is not very sasccurate.

(D) VOICED AND VOICELESS SIBILANT SOUNDS

Volceless sibilant sounds consilst of more or less broad, continuous
frequency bands whose shapes depend considersbly on the positlon of the
mouth in uttering them. If, for example, the mouth is in the position
for pronouncing u while the sibilant is uttered, the latter will gen-
erally contain only a single, relatively narrow frequency range.

Voiced sibilants have essentially the same frequency spectrum as
the corresponding voilceless sounds except that there is, in addition,
the much more energy rich, purely periodic voice tone.

According to Meyer-Eppler (ref. 9), there is defined, ass a measure
of the degree of voilcing S of a sound, the ratio

Sm o] 0

P

where @P(O) is the autocorrelation function of the periodic component
and &(0) that of the total sound, both teken for T = O,

The sibilant investigated was recorded on an endless recording loop
of sbout 1 meter length in such manner that it £illed out the tape except
for the unavoldsble gap of 5 percent of the tape length, To determine
the number of zeroc crossings with the counter, the gep of the recording
was teken into account by counting over a longer time, measured with a
stop ‘watch (about 10 cycles of the loop) and then multiplylng the in-
dicated number of zero crossings by the factor 1.05.

In the following parsgraph one example of the large number of meas-
urements for each of the investigated sibilants (table III) will be dis-
cussed. Further, an attempt will be made to distinguish the cheracter-
istic properties of the individual sounds.

Voiceless Sibllants
1l. Voiceless "sh"

(¢) The spectral mnalysis (fig. 19(a}), gives a continuous spectrum
without discrete lines, It possesses two preferred freguency ranges, a
high, relatively narrow peek at 5.3 kllocycles per second (ha]_'t‘-value
wildth sbout 300 cps), and a smeller pesk st 1.2 kilocycles per second.

T6T?
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(B) The autocorrelation curve (fig. 19(b)), has the form of a damped
cosine osclllation. From the distance of the first six mexims there is
obtalined a period T = 185 microseconds, corresponding to a frequency of
5.4 kilocycles per second (sound anslysie 5.3 kcps). On the fundamental
perlod is superposed a small secondsry period whose value 1s obtained
from figure 19(b) as about 740 microseconds (1.3 kcps). It correponds
to the small peesk at 1 kilocycle per second in figure 19(s). To deter-
mine the half-value width of the fundamental period, the extreme values
of the autocorrelation function were logarithmically plotted in figure
19(c). In spite of the considersble scatter of the measuring points
(caused by the superposed secondsry period), it can be seen that the
points lie approximately on a straight line, and hence, that the auto-
correlation function decreases exponentlally and not according to the
slit function sin at/av. From this, it can be concluded that the reso-
nator formed by the mouth caviby in spesking the "sh" sound has the
properties of & simple mass-spring system, and is not a filter with rec-
tangularly limited frequency range. The half-width value of the resonator
is computed from the drop of the autocorrelation function, with account
taken of the losses of the transmission line, and is found to be 360
cycles per second (spectral analysis 300 cpss. The point &(v = 0) lies
uniquely sbove the straight line which is passed through the remalning
measuring points. This fact indicates that, in addition to the preferred
frequency ranges of 1.2 and 5.4 kilocycles per second, there exists a
further wide noise background whose autocorrelation functlon drops off
s0 rapidly that it has no effect on the remaining measuring points. In
this noise background, which cap also be seen on the frequency diagranm
(fig. 19(a)), there is contained, as can immediately be read from the
autocorrelation dlagrem, sbout 35 percent of the total energy of the
sibilant sound.

(v) In the measurement with the decimal counter, there was obtained
e mean number of zero crossings of 9.8x105 sec'l, corresponding to a
central frequency of 4.9 kilocycles per second. This value lies sgbout
8 percent lower than was expected according to measurements (a) and (B).

Messurements of other "sh" sounds, some of which were spoken by one
person for various positions of the mouth and some by seven different
persons, showed the following common properties that appesr to be char-
acteristic for the "sh" sound. The frequency spectrum often possesses
two preferred frequency renges each having a width of 500 cycles per sec-
ond. The upper region generally lies between 5 and 6 kilocycles per sec-
ond, the lower region between 1 and 3 kllocycles per second. Since, in
uttering the "sh" sound, two cavities are formed by the position of the
tongue, we are possibly dealing with the resonsnces of these two cavities.

1 n

2. Volceless s

The investigations on a voiceless "s" sound (figs. 18(a), (b), end
(¢)), have already been discussed in the preceding section. Hence, only
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the values obtained for the central frequencies and desmping of the two
preferred frequency ranges, asccording to-the different methods, are

collected here:

() Spectral anslysis:

vy = 7.0 kcps
vV, = 8.8 kcps )
Avy /v, = 200 cps
AVy/v, = 1500 cps
(B) Autocorrelation:
v, = 7.4 keps
vy = 8.7 keps :
Aﬂlfvl = 160 cps
‘ ANZ/VZ = 2000 cps

vV, was computed from the distance of the first maximum of the autocorre-
lation disgram, and Vv, was computed from the distance of the last of
the 19 measured maxime (in fig. 18(b), only the first eight periods are
drawn in).

(v) Counter messurement: The counter, naturally, does not distinguish
between the two frequencles. There were counted 18x103 sec™t zero cross-
inge per second corresponding to a central frequency of 9 kilocycles per
second. Measurements «, B, and y are, therefore, particularly as
regards the frequencies5, in good agreement with each other.

Almost all "s"-spectra (spoken by seven different speskers) have
the common chsracteristic that frequencies below 5 and above 10 to 12
kilocycles per second, are completely absent. DBetween 5 and 10 kilocycles
per second there is & sharply limited, very strong cleft frequency band
which evidently consists of several relatively nsrrow freguency bands.-
In agreement with this, the autocorrelation diagram of "s" sounds gen-
erally has e relatively undamped character.

SThe differences mentioned in section 4(A) of the characteristic N
frequency measured with the sound analysis and with the autocorrelation

analysis, 1s not taken into account here.

IeTH
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3. Voicelesgs '"f"

(¢) The sound analysis (fig. 20(a)) gives a very broad continuous
spectrum which practically fills the entire investigated frequency range
(up to 16 keps). Individusl, very narrow pesks project somewhat from
the noise band.

(8) The autocorrelation function (fig. 20(b) shows a section from

0-1%10-3 sec), is unusually strongly damped. At the second meximum

(r = 86 p secs, the autocorrelation function amounts to only 10 percent

of the velue of €(0). For < >100 microseconds, the autocorrelation

function is a very weakly deumped, somewhat irreguler cosine function

whose period correponds to a frequency of about 1l kilocycles per second.

The waviness is not completely damped even at T = 2000 microseconds.

The jag of the spectrum to which this very undamped osclllaetion corre-

sponds could not be explained. The logarithmic representation of the

measured autocorrelation function showed that, in this periodic component

only, gbout 8 percent of the total energy 1s contained. -

(Y) Counter measurement: The mean number of the zero crossings
amounted to 19.6x103 per second, that is, the frequency center of gravity
lay at gbout 10 kilocycles per second.

Charscteristic of all investigated "f" sounds (seven different
speskers) was the wide frequency band end the rapid drop of the aubtocor-
relation function. Through sulteble mouth position 1t was possible to
stress individual frequency ranges, but the proportion of the total energy
in the wide band wes seldom below 75 percent.

Voiced Sibilant Sounds
4. The "zh" Sound (Voiced "sh" as in French "journal)

(a) The spectrum of the voiced "zh" sound (fig. 21(a)) comsists of
a continuous part which is equael to the spectrum of the corresponding
voiceless "sh" sound and the discrete lines of voice tone and its over-
tones. (The amplitude of the vocsl tone 1s much greater than that of
the noise component so that the spectrum, fig. 21(a), had to be plotted
to logarithmic scale.) The voice tone lies accurately at 390 cycles per
second (determined with the decimal counter), the preferred frequency
ranges of the nolse component at 2.5 and 6 kilocycles per second.

(B) Figure 2L(b), represents the measured autocorrelation function,
which is additively composed of three curves. In a simple menner, there
can be split off a cosine curve of the pericd T = 26 microseconds
(v = 382 cps), which correponds to the voice tone (& (T) in fig. 21(b)).
The rest of the autocorrelation curve (fig. 21(b)) splits into a periodic
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part with T = 162 microseconds (6.2 kcps) and a noise part. The total
energy is distributed, as is read from figure 21(b), as follows: voice
tone, 73 percent; frequency band at 6 kilocycles per second, 5 percent;
and noise part, 22 percent. The degree of voicing is

5 = A/65;89 = 0.85

(y) The determination of the zero crossings with the decimal counter,

a8 in the case of all volced sounds, is Impossible here because the rel-
atively small noise component, along wlth the strong voice tone, cannot
be reliably determined.

5. Volced "g"

(a) The sound analysis (fig. 22(a)) also shows, in addition to the
discrete lines of the volce tone and its overtones, s continuous spectrum
very similer to that of a volceless "s". The preferred frequency range
lies at 9 kilocycles per second, and has a half-value wldth of gbout 1.6
kilocycles per second. The frequency of the volce tone, determined with
the decimal counter, was 350 cycles per second.

(B) The autocorrelation curve (fig. 22(b)) can very easily be split
into two curves. The curve with.the longer pericd, 3100 microseconds
(322 Cps), corresponds to the volce tone, whereas the other curve repre-
sents a deamped cosine function of the period T = 115 microseconds (8.7
keps). The frequency band width computed from this oscillation is 1.5
kilocycles per second. The data of the two oscillations, computed from
the autocorrelation function, thus agree very well with the results of
the sound analysis. The degree of volcing of the sound can be read most
simply from the autocorrelation curve

S = 4/57/89 = 0.80
6. Volced "v"

(a) The spectrum contains a very strong discrete line at 335 cycles
per second (fig. 23(a)). The noise component is a very weak noise band
that extends over the entire frequency range of the apparatus.

(B) The measured autoccrrelation curve (fig. 23(b)) shows the same
result. The voice tone has a period < = 3200 microseconds (310 cps),
and contalns 96 percent of the total energy. It is superposed by a very
strongly damped cosine vibratlon whose period is sbout T = 70 micro-
seconds (14 kcps).

16TV
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Degree of volcing:

8 = «/90794 = 0.98

Short Sibilant Sounds

In addition to sibilant sounds, which were held for sometime, briefly
uttered volceless sibilent sounds were also investigated. The autocor-
relation curves showed great similerity with those of the corresponding
longer uttered sounds. Characteristic differences could not be
established.

The suthor wishes to thank Professor E. Meyer for his suggestions
and valusble advice.
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TABLE T
R, c, RC RC h U
Ohms Fgrads theoretical, | autocorrelstion, c%rs
sec sec
go |18xa0™° 1.44x20°3 1.2a0™3 110
50 18 .80 .8 177
30 18 .54 .5 335
15 18 .27 .3 590
15 6 .090 .086 1770
16 4.5 .072 .080 2210
15 1.9 .029 034 5500
TABLE IT
21 Percent b Percent c Percent
(a)
Resonance frequency:
Computed 2820 2715 1810
From filter messursment 2820 o} 2510 T.5 {v)
From counter measurement | 2525 10 2305 18 2080 15
Frequency of free
oscillation, B/2x:
Computed 2850 2810 2440
From autocorrelation
curve 2740 4 2460 13 1450 £0
Loss factor:
Computed 0.28 0.50 1.2
From filter measurement .30 T s 12 (p)
From autocorrelation
curve .28 0 &2 16 2.0 70

& The percentages give the deviations of the measured values from the
computed value.

DThe curve 1s so strongly damped thet neither the resonance frequency nor
the half-value width could be obtained from it. The measured values, however,
agree well with the computed curve (fig. 8(a)).

TABLE IIT
LIST (F INVESTIGATED SIBITANTS (AND FRICATIVES)

Voiceless Voiced
1. sh (shoe) 4. zh Eas in French Jour)
2. 8 (gas) 5. z (zone
3. £ (fine) 6. v (vine
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Indicator
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Figure 1. - Block disgram of autocorrelator.

Figure 2. - Frequency curve of storage magnetic tape.
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Figure 3. - Characterlstic curve of over-all
autocorrelation epparatus.
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Figure 4. - Frequency response curve of autocorrelator.
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Figure 5. - Autocorrelation fumction of a sine function;
for v = 1940 cycles per second; o o o measured.
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(a) Autocorreletion function in linear scale.
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(b) Autocorreletion function in logeritbmic scale.

Filgure 6. - Noise through RC filter.
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(b) Sound enalysis of filtered moise.
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(c) Autocorrelation curve (horizombel strokes: height of maxima
with account teken of delay current losses).

Figure 7. - Noise through IC filter (Av/v, = O.Eé).
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(a) Frequency response curve of filter,
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(b) Spectrum of filtered moise.
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(c) Autocorrelation function.

Flgure 8. - Nolse through 1C filter
(Av/vo = 1.2).
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(a) Frequency response curve of filter,
o o o measured with pure tomes,
gimplified cuxrve used for computing
autocorreletion function.
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(b) Spectrum of £iltered noise.
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(c¢) Autocorrelation function; computed from figure 9(a);
0 o o measured for +v; xxx measured for -<.

Figure 9. - Noise through rectangular filter of octave wildth.
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(a) Frequency resgponse curve of filter,
o o o measured with pure tones,

simplified curve used for

computing autocorrelation function.
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(b) Spectrum of £iltered noise.
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(¢) Autocorrelation enalysis; xx computed for rectangular
filter; AA computed for resonsnce circle of equal frequency
width; o o o measured (damping of delay circuit taken into
account).

Figure 10. ~ Noise through rectangular f£ilter of one-third-
octave band width.
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Figure 11l. - Nolse through low pass filter
(1imiting frequemcy 16 keps), sutocorrelation
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Flgure 12. ~ Cross corrselation between the input and
output voltage of an RC filter (RC = 0.9x10~3 sec).
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Figure 13. - Cross correlation between the input and
output voltage of an IC filter (v, = 1500 eps) .
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Figure l4. -~ Form of impulse.
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1 \\ (a) Release of impulses through sine voltage.
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(v) Release of impulse through noise voltéée.

Figure 15. - Autocorrelation functions of a sequence of Impulses.
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() Release of impulses through sine voltags.
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(b) Release of impulses through wabble tone.
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(c) Release of impulses through noise voltage.
Tigure 16. - Sound analysis of sequences of impulses.
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(a) Spectrum.
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(b) Autocorrelation analysis.

Flgure 17. -~ Sine tone with superposed noisse.
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(a) Spectrum.
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(b) Autocorrelstion function (linear scale).
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(c) Extreme values of autocorrelation function
in logarithmic scale.

Figure 18. - Analysis of a time function consisting
of two marrow frequency bands (volceless "s").
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(a) Spectrum.
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(b) Autocorrelation function (linear scale).
10 .\ -
5 0 1 10>

— T, s6C

(c) Extreme values of autocorrelation function in logarighmic scale.
Figure 19. - Voilceless "sh."
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(b) Autocorrelation function.

Figure 20. -~ Voiceless "f£.”
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Volce tone
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(a) Spectrum (logerithmic scale).
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(b) Above: measured autocorrelation curve.
Below: autocorrelation Punction &. of noise
component (component of voice tone removed) .

Figure 21. - Voiced "sh" ("3" in Fremch "jour.").
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Voice tone |

}
il Bia oL stull s

-v.—-a& 3

CTT YT LTy

(a) Spectrum (logaritimic scale).
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(b) Above: measured sutocorrelation curve.
Below: aubtocorreletion curve of noise component.

Figure 22. ~ Voiced "s" ("z").
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Voice tone

(a) Spectrum (logarithmic scale).
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(b) Autocorrelation function.

Figure 23. - Voiced "£" ("v").
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